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Abstract The paper starts from the generic MIMO system and

Multiple Input Multiple Output (MIMO) has gradually
become the most promising technique for the next
generation wireless telecommunications systems. MMSE-
VBLAST has a performance close to Maximum Likelihood
with considerably low complexity. The improvements in
the algorithm results in substantial computation and
hence hardware savings as it avoids the hardware cost
expensive square root and division operations. This
improvement decreases the computational complexity of
MMSE-VBLAST with no performance penalty compared
to previous MMSE-VBLAST algorithmic. This has finally
be validated for 2x2 and 4x4 MIMO systems using a rapid
prototyping methodology that starts with full software
formulation in MATLAB and ends with an optimized
equivalent FPGA hardware implementation.

1. Introduction
In the last ten years, the use of MIMO technology i

wireless links has been extensively studied, mdstyn
the theoretical point of view, showing that sigrefint

capacity increases could be achieved under certain

conditions by using multiple antennas at both tmatier
and receiver. Vertical Bell Laboratories Layereda&p
Time coding (V-BLAST) [1] is a MIMO communication
architecture proposed by Bell laboratories. For the
uncoded MIMO case in the V-BLAST receiver, the
Minimum Mean Square Error (MMSE) algorithm is
widely considered as an efficient approach to obitaiar-

to -ML performance with reduced complexity.

Nowadays, the prototyping of those multiple-anten
systems has become increasingly important to vehiéy
enhancements advanced by analytical results. Howeve
most cases, the target platform is rarely useccedbfack
to investigate ways of improving the algorithm. Trhain
aim of the rapid prototyping methodology is to lideao
verify the improvements from the algorithmic poiot
view using real-time prototype.

presents the rapid prototyping methodology, adopted
the work, and shows how it can be applied to wazle
MIMO system development. It then focuses on Chglesk
decomposition and Triangular inversion algorithms,
provides an improved solution and compares it with
alternative techniques. Then, the paper analyzes tw
specific MIMO systems, namely 2x2 and 4x4 MMSE-
VBLAST using the proposed solution, with simulation
results provided. The work finally analyzes fixedirg
simulation of our solutions with 3-sigma automagin
control (AGC). The prototyping of improved MMSE-
VBLAST solution is presented at last. This validathe
claimed efficiency of the improved solution.

2. MIMO System Model

An MxN MIMO system model is depicted in Figure 1.
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Figure 1. MIMO channel model

M, N represents the number of transmitter and receiver
antennas, and,ss ... Su, S, S ... Sv, are the sub signal
flows of transmitter and receiver respectively. Thedel
can be formalized as:

r=Hs+n 1)
wherer= [ry, Iy, ..., r\]" denotes the received sigri
vector,H is MxN signal matrixs= [s,, S, ..., su] ' denotes
the transmitted signa¥-vector, andn= [ny, Ny, ..., Ny]"
represents N-vector of independent and identically
distributed (i.i.d) complex additive white Gaussianise
(AWGN) samples with variancegN2].

3. Rapid Prototyping Approach



different fixed-point precisions are then compaweith

The rapid prototyping methodology used in this wisrk  the gold reference double precision simulation Itesu
actually a rapid functional validation method. Bes a  The fixed point precision that is closest to theulue
MATLAB simulink environment (the Xilinx System precision performance (according to a developéemoin)
Generator in this case) to prototype the systemis then chosen. Trying to intensive fixed point @iation
architecture and generates the corresponding mleva to each mathematical unit of the system, and fgpdire
HDL files. Then, ModelSim and/or any vendor-spexifi optimal fixed point precision to satisfy the ovéral
simulation tool, e.g. Xilinx ISE in this case, arsed to precision requirement can save large amounts afwee
validate the functionality of the hardware producé&tle and leads to quicker implementations. The algorifem
latter should replicate the simulation results icetl by then prototyped in Xilinx System Generator (a MATRA
the MATLAB-Simulink environment, and serves onlyas  Simulink plug-in) and then compiled and synthesited
checking/verification step. This rapid prototypingethod FPGA hardware. No hardware description language e.g
saves considerable time especially for large-suateplex Verilog HDL/VHDL, is required to capture the system
systems, and is thereby much more effective. under study in System Generator as this is a grtaphser

Using this rapid prototyping methodology allows #or  environment with building blocks (hard or soft)ded in a
high-level design to be quickly translated fromaaithm data flow. Hardware optimized for a particular FPGA
design into system architecture. The researcher carfamily (the target family) is generated automaticédom
initially realize a research idea or standard im fibrm of such descriptions by System Generator, in the fofm
an algorithm written in software. The latter caerthbe VHDL or Verilog. The latter is then synthesized, ppad
used as a gold reference. From an implementationand routed using Xilinx’s ISE tools. These toolsigmte
prospect, the use of this rapid prototyping methagip a number of reports which help us analyze the mesou
has the advantage of identifying the complexityiésand usage and timing performance of the resulting hardw
related costs in early development times. Fromdisgn configurations. Bottlenecks can arise at this staigthe
prospect, this methodology has the advantage afklyui  development process.

identifying bottlenecks, trade-offs between diffare This methodology has been used in this work in iorde
design parameters, and ultimately identifying the to rapidly prototype MIMO detection algorithms in
necessary trade-offs for optimized solutions. hardware. The methodology is distinguished by pisesl,

Several prototyping systems have been developed irearly functional validation, and fast route to heade
both academic research and professional developiment implementation.
MIMO systems. For example, a single-carrier MIMO
system is described in [3], [4] and [5], and a MIMO 4, Improved Cholesky Decomposition
OFDM system is implemented in [6]. All of them facan
system integration and realize wireless channdintgs 41 Improved algorithm
However, these are not suitable for rapid validatiod of
novel MIMO detection algorithms. The rapid protatyp
method used in this work mainly concentrates on the
signal processing side of MIMO systems and allomtlie becomes as follows:
rapid validation of complex MIMO detection algorits " )
to find out the system bottlenecks in early in the Gi:(Hi Hi+0|)
development process. L, =cholesky(G )
The working process is described as follows. Bjrstl
the MATLAB language is used to simulate the complet

With Cholesky Decomposition and Triangular Matrix
Inversion [7], thei-th iteration of MMSE-VBLAST

g, = triangurlarinv(, )

MIMO system including transmitter, different MIMO Q =qq’

algorithms and receiver, in double precision. Tysem'’s k, =arg minHQi H2

fixed point simulation is then deduced to decidetioa !

precision needed for hardware implementation (aglo w, =QH"

precision and floating point arithmetic in geneial LW

generally prohibitively expensive in hardware). dmatic S :W

gain control should be used at this stage in otder o (2)

normalize input data. Complicated mathematical ymigl ~ WhereGi is theG matrix at iteratiori, L, is the Cholesky
should be substituted by basic mathematical omerati Decomposition of G and its ftriangular inversion is
(i.e. add/sub, multiply, shift etc.), and exponeamd denoted byg;. Multiplying g; and the relevenet complex
logarithm operations should be replaced by their conjugate transpose gf', the pseudo inversion & can
respective adequate hardware approximation furstiog.  then be transformed t@, Next, the nulling vectom;
Taylor and Maclaurin series. Performance results fo calculated as thpth row of Q;, and thej-th element with



the minimum norm inQ; is the strongest channel to be
estimated in the current iteration. The estimatadsmit
symbol can be computed §yo match the closest multi-

dimensional constellation point. After nulling thignal of
the j-th channel from the received signal and cancelling
thej-th column from the channel matrik, the computing
steps into thei¢1)-th iteration.

Taking notice of the estimated symt®| the nulling

vectorw, appears in both numerator and denominator, so
any scale ofw;, will not take effect of the estimated
symbol. This is key to the algorithm improvement
proposed here. Indeed, as tii¢g coming from the
multiplication of the inverse of two triangular miaés is
actually the Cholesky decomposition of a positiefirdte
Hermitian matrix G;, several square root and division
operations can be optimized away, which reduces the
necessary hardware implementation resources datgtic

The following briefly describe the computing of t4&
iteration of a 4x4 matrix case, in order to demaistthe
improvement claimed here.

A
G matrix is assumed as, Ar A 213 Au
HYH +02l = A21 Azz 23 24
AS1 A32 A33 A34
A41 AAZ A43 A44
The Cholesky decomposition Gfis then:
Ay 0 0 0
VA
%1 BZZ 0 0
L:cholesk)(G): \/E Bz
Ay By Gy
JA, B Cy
Ar By Gy Dy
VAl B Jeu \P. -

which has the same factor in
factorized as:

\/_ 0 0 0
M @
A, 0 O 0 0 0 0
L= A21 Bzz 0 0 % BZZ
A31 BBZ C33 0 0 0 1 0
A41 B42 C43 D44 C33
0 0 0 1
\]D44

whereA is the relevant element & matrix, whileB, C, D

are new elements computed by Cholesky decomposition
The complex conjugate transpose lf then can be
factorized as:

each column and can be

W 0 0 0
b (5)
0 0 0 Aﬁ.l A12 A13 A14
H_ \]Bzz % 0 Bzz Bza Bz4
0 0 1 0 0 0 C, C,
Cs 0 0 0 D,
0 0 1
\IDM
Hence, we can easily deduce that:
-1
Q:L*l LH
() ] ©
A.ll A12 A13 Al4 All O 0 0
— 0 BZZ BZS BZA X 0 BZZ 0 0
0 0 C, G, 0 0 C, O
0 0 0 D, 0 0 0 D,
A, 0 0 o)
x AZl BZZ 0 O
&1 B32 C33 0
A41 BAZ C43 D44

As a result, the original squared root operatioageh
been eliminated. Based on the Cholesky Decompasitio
algorithm, the relevant elements of the triangurgatrix
can be given by the following expressions

BIJ - t B'J ’Cii _@Cij Ut/ Aleép = Dij @)
So theQ can be factorized as,
Ac AYAY AN (A O 0 0
Q - O BZZ 8732' ?42' x O AlBZZ 70 _ 0 (8)
O O C33 043' O O Al 22C33 0
O O 0 Ij44 O O 0 A.IEZZGSB5 44,
A, 0 o oY
x A21 EZZ 9 O
A.‘31 B32 933 0
A41 E42 C43 IS44

where (.) denotes the transpose value of corresponding

element, ano([)]denotes the denominator of the relevant
expression. At this stage, the Cholesky decompushias
been reformulated to become the product of thergevef
two triangular matrixes (each is the transposeatier)
and one diagonal matrix, with no need for the sguant
and division operations. The only remaining comfioita

is the inversion of the triangular matrix.

Based on the triangular matrix inversion algorithm
mentioned in [7], the inverse of the two triangular
transpose matrices are also transpose, and thesiowef
the lower and upper triangular matrix is also adowand
upper triangular matrix, respectively. Therefore, the
assumption of the lower triangular matrix in (8het
inversion of triangular matrix can be basically qored
by back substitution as the following form,



X, O 0 0
q= p—l — Xy Xp 0 0 9)
X31 X32 X33 0
X41 X42 X 43 X 44,
From the formula deduction, each element of ¢
multiplies the common factor OAFBZZCHD 44 saving the

Table 1 illustrates the addition, multiplicationyidion,
square root operation for each of the improved &tlol
Decomposition and the original one, supposing nxn
squared target matrix here. The operation complazit
0O(n3) for both of them. The improved one use 1/2n2
additional multiplications though, it totally fre@s-1 and
n division and square root operations respectively.
Considering nearly 30 times more hardware costhef t

division operations. As a result, the pseudo matrix division and square root operations than that afitagh

inversion of G reduces to a multiplication of three
matrices without any expensive square root andsidivi
operations. It should be noted at this stage that t
technique presented above for the case of a 4xtémyis
applicable to anfNxN system. From (7) each element of

the Cholesky decompostion is dealt with one by one,

which can be pipelined in hardware in order to éase
throughput. In the back substitution triangularersion,
however, there is no correlation between the coatjmurts

and multiplication, the improvement would benefgeif

on hardware cost. Figure 2 demonstrates the double
precision simulation of the MMSE-VBLAST with the
original formulation versus double precision impedv
formulation for the case of a 2x2 and 4x4 MIMO sys$
using BPSK modulation. It clearly reveals that dhigjinal

2x2 and 4x4 MMSE-VBLAST systems and equivalent
improved MMSE-VBLAST system have the same
performance.

of each element and what only need is the elements

factorized by Cholesky decomposition, which medra t
we can employ instruction parallelism to speed lp t
computation.

Table 1. Operation complexity of the two algorithms

Algorithms Cholesky Improved Cholesky
Decomposition Decomposition
Addition
ns—inz—in n3—1n2—3n
2 2 2 2
Multiplication 2 3 1
P 2 ani-2n| 2p+3n2-dnos
3 3 3 2 6
Division 2n-1 0
Squar e Root n 0

BER Performance of MMSE-VBLAST and improved MMSE-VBLAST by BPSK
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Figure 2. BER Performance for our improved MMSE-
VBLAST VS original MMSE-VBLAST formulation, for
2x2 and 4x4 MIMO systems with BPSK modulation
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4.2, 3-Sigma Automatic Gain Control

This section presents the automatic gain contr@QA
method involved in the project called the 3-sigmethnd
[8]. Here, sigmad) represents the statistical term for the
Standard Deviation of a distribution. It is knows the
"68-95-99.7 rule" or the "empirical rule" [9] th@9.7% of
the input data should fall in the ranged(-3c) for normal
distribution. As the input data of MMSE-VBLAST
detector follows a normal distribution with zeroangeand
assuming a system precision has been chosen,

E[r]=0 andE[s’]=1, 6° can be derived as follows:
o’ =E[r?|=hE[s’|+E[n*]=h’+0;

E[Re{r}]=[ R{N} | +%

e[im{r}]=[im{r} ]+ % 0

Taking into account of the "68-95-99.7 rule", thaim
point of this method is to scale the input sigrakbver
the range(-8, 3c), which is called dynamic range [10] in
hardware. Without considering the integer and foaet
part of the input signal, if the hardware precisisn
precision, the largest range can be expressed by this
precision is (-Z&soM, gpredsondy 'then the system desired
sigma value would besp=(2"*'°""-1)/6. The channel
model of the system has 0 mean and 1 varianceheso t
variance of the real and imagery part of the chiamaerix
is 1/2, hence, the scaled factor based @an be obtained
from the desired of r divided the actuas, the factor for
real and imagery part is the same which is:

2precision _l
Y2+ay/2

30

(11



Multiplying this factor,r andH can be scaled into the
system dynamic range. The method scales the ingngls
to suit the system bandwidth from a statisticalnpaif
view. Meanwhile, on the aim of scaling input datathe
range is (-B&sorl predisiondy - ihe computing process
could be further optimized by avoiding the considien
of which part is integer or fractional.

4.3. Fixed Point Arithmetic
Figure 3 shows fixed point simulation results 2@

MMSE-VBLAST MIMO system with BPSK symbol
modulation using the 3-sigma AGC method.

MMSE-WELAST Fixed Point Pedarmance using 3-sigma (2 input, 2 output in BPSK)
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Figure 3. 2x2 MMSE-VBLAST Fixed Point
Performance with the 3-sigma AGC method

Here, the system is quantized from 10 bit to 20&itl
16 bit precision is shown to satisfy the desiredtey
performance. Although the 16 bit precision is iredalp of
fully matching the performance of the double priecis
floating point implementation under a SNR equé&l5adB,
the BER performance is approximately equal t6>30
which is considered acceptable.

using the 3-sigma method, Figure 4 shows the

simulation result of a 4x4 MMSE-VBLAST fixed point
implementation with SNRs ranging from -10dB to 15 d
with BPSK symbol modulation.

MMSE-VBLAST Fixed Point Performance using 3-sigmai4 Input, 4 Qutput in BPSK)
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Figure 4. MMSE-VBLAST Fixed Point
Performance using 3-sigma method in BPSK, the
system contains 4 transmit antennas and 4 receive
antennas
Here again, although the 23-bit precision cannot

perfectly match the double precision floating point
implementation when the SNR is higher than 15 di®, t
BER performance of 23-bit is lower than3and can thus
be acceptable. It is finally worth mentioning thaith
respect to instances where input data follow a &anos
distribution and the performance of the 3-sigmahmeétis
not deemed satisfactory, 4-sigma or even 6-sigmeadco
be used instead.

5. System Simulation and I mplementation

The double precision floating point and fixed point
simulations for the improved 2x2 and 4x4 MMSE-
VBLAST systems have been given above. Further
discusses of the hardware architecture prototypiigg
Xilinx System Generator tool shows Xilinx FPGA
hardware design at the Simulink level.

5.1. 2x2 System Architecture

The previous analysis of the double precision ffmat
point and fixed point simulation for the improved22
MMSE-VBLAST shows that 16-bit precision performs
very closely to double precision floating point.
Partitioning the 2x2 MMSE-VBLAST program between
MATLAB and simulated FPGA parts is the first step
towards implementing the system in Xilinx System
Generator. Figure 5 pictures a simple and intuigign
approach to partitioning handling.
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Figure 5. Partitioning of the 2x2 MMSE-VBLAST
between MATLAB and the System Generator

Functionally, MATLAB performs the AGC block once
per frame and sends the scaled input data to Ggtewa
port (see Figure 6). The System Generator exedutes
:ctera.tlons of the VBLA.ST aIgonthm; in a p|pg||ned Figure 7. System Generator block diagram of 4x4
ashion, both of which includ€& matrix computation,

. . - - MMSE-VBLAST
nulling vector computation and decision. The sigizal
then sent out from the Gatewayout port for outpigure Level 1 to 4 Estimation: These blocks perform the
6 shows the blocks diagram of the complete Systemsignal estimation for each iteration, where thencieh
Generator implementation of 2x2 MMSE-VBLAST number checked is 4, 3, 2 and 1 respectively.
detector. Cholesky decomposition: Based on (7), the elements of
Cholesky decomposition can be obtained sequentiklly
employs the inherent parallelism present in therigm,
and its deterministic structure makes the pipetjrof the
algorithm feasible. Figure 8 shows the System Gaoer

timation
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Figure 6. System Generator block diagram of 2x2 0
MMSE-VBLAST = =
5.2. 4x4 System Ar chitecture by Rapid = a
Prototyping = e i I R
Figure 7 shows the block diagram of the System =
Generator implementation of a 4x4 MMSE-VBLAST
MIMO detector. The input signalandH are scaled by 3-
sigma AGC and quantized as 24 bit signed intege®C
block is performed once per frame in Simulink, hil i =a]
Xilinx FPGA blocks executes 4 iterations of the
estimation, all of which contai® matrix computation,
Cholesky decomposition, triangular inversion, mgli =
vector computation, minimum search and decision. - %g
Though the Cholesky decomposition and triangular Figure 8. System Generator Implementation of
inversion cannot be avoided in 4x4 system, an ivguo Cholesky Decomposition
solution has been proposed previously. Functions of Figure 9 presents the time diagram of the Cholesky
different blocks of the design are described below. decomposition algorithm on System Generator. Itwsho

how different parts of pipeline stages of the albon start



processing valid data in sequence. For the sake of S —

simplicity, information about latency of each stagenot g
depicted. ot
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Figure 9. Pipeline stages in the case of 4x4 MMSE-

VBLAST MIMO detector

The detection process is specified for three time |
instants to show how symbols are being outputted fr
the Cholesky decomposition block at a constant Ebte
white area indicates the different pipeline stagetg
waiting for valid data to fill in. The green arearmbtes all
the filled pipeline stages and symbols in parallel
processing for different time instants. In this wagice the Figure 10. System Generator Implementation of
pipeline stages are filled, all blocks of the Clstie
decomposition are active every clock cycle andgrarfat
full speed.

Triangular Inversion: Figure 10 pictures the System
Generator Implementation block diagram of the tyidar
inversion based on back substitution. Here all efem The MMSE-VBLAST has been prototyped for 2x2
are concurrently computed. Minimum search is and 4x4 system with BPSK modulation. The System
constructed by 4 Muxes to compare the minimum normsGenerator design has been compiled into FPGA haedwa

of all required channels and indicate the indexthe in the form of Verilog. The latter was in turn dyesized
channel number. into FPGA configurations using Xilinx ISE tool.

Functional simulation is performed at the System
Generator level, and the Verilog level using ModalS
The Xilinx ISE synthesis report gives the FPGA rese
usage (area) and speed information, which is regart
Table 2 for 2x2 and 4x4 MMSE-VBLAST MIMO
detectors using BPSK modulation, on a Xilinx Videx
VC4VSX55 FPGA chip. Note that the resource usage is
also estimated by the Resource Estimator blockistteo
Xilinx System Generator tool, and the results aeedame
as those reported by Xilinx ISE tool.

In the 2x2 system, a total of 56 adders, 77 registed
3 comparators are used. The minimum clock period is
5.890ns and the maximum frequency is 169.776MHz. In
the 4x4 system, however, the minimum period is 395
and the maximum frequency is 86.657 MHz.

Comparing the 2x2 and the 4x4 systems, it candind
that the 4x4 uses over 10 times the amount of ssli6e
times the amount of flip-flops, 4 times the amouwnft

Triangular Inversion

5.3. Hardware | mplementation Results



DPS48s and 13 times the LUTs resources of the2x2
system. This is due to the fact that the 4x4 sydtamto
compute Cholesky decomposition and triangular isieer
explicitly, which is costly in terms of resourcehe
channel bandwidth of currently designed WCDMA and [2]
CDMA 2000 systems are up to 20MHz [11]. For a 4x4
MIMO detector, the designed clock frequency is 8GyIH (3]
which means 4 clock cycles are used to process afse
data. The maximum frequency of 4x4 system showed in
Table 2 indicates that the design can meet thesmsyst
demands, and so is the 2x2 case.

Table 2. Estimated FPGA Resource Use of 2x2 and
4x4 MMSE-VBLAST

(1]

(4]

(5]

VC4VSX55 22 | % | &4 | % | Toa
Number of Slices | 1,792 | 7% | 21836 | 88% | 24,576
N“E‘IE’;'F?; psi '®® | 3183 | e% | 18373 | 37% | 49,152 [6]
N“mbel_ru";f MPUt | o713 | 5% | 33512 | 68% | 49152 -
Number ofbonded |~ 273 | 4296 | 503 | 9206 | 640
Number of DSP48s | 104 | 20% | 426 | 83% | 512 [8]
Numper of 1 3w | 1 | 3w | 32

(9]

6. Conclusion and future work [10]

An FPGA implementation of the improved MMSE-
VBLAST using rapid prototyping methodology has been
presented in this paper. The advantages of thed rapi [11]
prototyping methodology are the flexibility thatopides
to analyze in detail the hardware implementatiorthef
algorithm while designing. For this purpose, the B4
VBLAST algorithm has been chosen as a candidate to
optimize on hardware. This resulted in an improved
implementation of the algorithm which reduces its
complexity. FPGA hardware implementations have then
been achieved albeit in simulation.

The future work would be real hardware
implementation of the 2x2 and 4x4 MMSE-VBLAST
algorithm on an FPGA board. This implementationustho
perform further improvements on the hardware tolakp
the hardware resources fully and maximise the tjinput.
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